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Abstract: Forecasting outcomes of any system is essential for a better understanding and optimal management of the fluxes 

occurring in system operations. Machine Learning (ML) approaches can solve complex relationships among collected data 

that are hard to describe using forecasting models. This paper aims to give an overview of many described prediction 

methodologies that use Artificial Neural Networks (ANN) and Support Vector Regression (SVR) under the diversity of the 

dataset and understand the performance of each method. To improve the forecasting performance, the author proposed 

depending on some performance indicators, such as The Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), 

Mean Absolute Percentage Error (MAPE), and coefficient of determination R2. Concludes that SVR generally outperforms 

ANN in forecasting of groundwater quality, drought indices, oil production, and illuminance prediction. The ANN shows 

better performance in certain scenarios, such as predicting wheat moisture content, solar energy, and monthly streamflow. 
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1. Introduction  

       Methods diversity of ML and the 

powerful results are made from these 

methods, as strong prediction tools to solve 

various problems in different fields [1]. 

Many researchers used ML methods to 

predict climate elements such as solar 

radiation, rainfall, and wind speed, whereas 

others used them for the estimation of oil 

production, gold price, tourism demand, 

drought indices, and river follow [2].  

         This review article presents many 

published research studies in the last few 

years that deal with ML methods, ANN 

and SVR in any field of forecasting. For 

each article research, the author extracts 

the kinds of variables used, evaluation 

indicators, and analyzes the power and 

limitations points. To confirm the best 

forecasting performance between ANN and 

SVR, the author extracts the evaluation 

factors used for each research article, 
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which gives us a general idea about each 

technique in the context of prediction, and 

then understanding the strengths and 

weaknesses performance.  

         Figure 1 presents research papers for 

estimation that use the ANN and SVR 

methods published from 2015 to 2024 

according to the Science Direct Platform. 

The more than ten thousand research 

papers that used ANN technique in a year 

indicate the popularity of this technique in 

comparison with other ML techniques [3]. 

While both ANN and SVR have been 

widely studied, there is a lack of systematic 

reviews comparing their performance 

across diverse fields. This paper aims to fill 

this gap by synthesizing recent research 

and identifying the strengths and 

limitations of each method.  

2. Machine learning 

The ML is one of the artificial 

intelligence specializations that deal with 

systems that can learn from the dataset and 

is widely used in many fields. It can be 

represented as models to solve problems that 

are impossible to represent using traditional 

methods. In the context of forecasting, ML 

techniques are particularly valuable for 

capturing complex, nonlinear relationships 

in data, which traditional statistical methods 

may fail to model effectively. The main 

mechanism of ML techniques finds the 

relations between input and output variables 

even if the representations are impossible; 

for these features, ML is used in many fields 

as classification and regression problems, 

computer vision, spam filtering, pattern 

recognition, medicine, and weather 

forecasting. Figure 2 presents the structure 

and steps of the ML method [4].   

 

3. ANN method 

An ANN is one of the ML techniques, 

and it was inspired by the learning algorithm 

of the human brain [5]. An ANN consists of 

multiple processing nodes or neurons 

connected across three layers: the input 

layer, which receives input features; the 

hidden layer, which acts as a bridge between 

both input and output layers; and the output 

layer, where the final predictions are made, 

as shown in Figure 3. The structure of the 

problem is determined by the number of 

nodes in each layer. Also, this computational 

system uses a much more complex term 

named deep learning and has proven far 

more effective than earlier methodologies 

for a broad class of problems [6]. 
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Figure 1. The number of research papers for ten years.

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Structure of ML methods. 
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Figure 3. The common architectures of ANN. 

4. SVR method 

The SVR is a set of ML methods 

generally used for linear and nonlinear 

classification, regression, and outlier detection 

tasks. It is more effective in high-dimensional 

spaces where the number of dimensions is 

greater than the number of samples. Also, 

avoid overfitting during the training process 

[7]. The supervised learning algorithm has 

different kernel functions for both provided 

and specified custom kernels as follows: 

• Linear kernel: (x, x!), where unlabeled 

input x! and each of the training 

inputs x.   

• Radial basis function (RBF)  

kernel:	(−y	‖x − x!‖"), where y is 

determined by parameter gamma.   

• Polynomial kernel:	(y(x, x!) + r)#, 

where d  is determined by 

parameter degree and r is coefficient.  

• Sigmoid kernel: tanh(y(x, x!) + r), 

 r is determined by coefficient.  

 

To establish the kernel function, the SVM 

needs to have fewer established user-defined 

parameters. The regularization parameter c, 

also known as the cost. This constant control 

is a trade-off between an estimation error 

and the weight vector norm ‖w‖ [8]. The 

second functionality of the SVM is 

regression, also named as support vector 

regression, which can be easily understood 

by first assuming linear data [9].  

5. Method 

In this literature review, the author has 

tried to follow a systematic methodology based 

on the number of methods: research, reading, 

analysis, and summary. The article consists of a 

targeted selection of research that predicts using 

ANN and SVR techniques, including the types 

of datasets to be considered in the analysis. 

Also, understand the structure and 

characteristics of ML techniques that have been 

proposed in this paper.  

6. Analysis 

The author denoted two main terms, ANN 

and SVR, to search for twenty recent articles 

that used different datasets to predict the 

variables in the fields of energy, agriculture, 

industry, economy, and oil. The selected papers 

are read, extracted interesting and relevant 

information is extracted to make an analysis 

and come out with a comparison. Furthermore, 

specified performance criteria and the structure 

process for both proposed methods. ANN and 

SVR are ML algorithms that model nonlinear 

relationships by minimizing the error between 

input and output variables. These techniques 

have been used over the past few years due 

https://en.wikipedia.org/wiki/Radial_basis_function_kernel
https://en.wikipedia.org/wiki/Radial_basis_function_kernel
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there flexibility, efficiency, and reliability. In 

certain scenarios, SVR outperforms ANN, SVR 

is effective in high-dimensional spaces, 

performs best performance with smaller 

datasets, robustness to outliers, has easier 

interpretability, and is highly effective in high-

dimensional spaces, while the ANN technique 

is highly flexible and can model a wide range 

of functions, requires a significant amount of 

data for effective training, and can be 

computationally intensive, especially for deep 

networks. 

7. Conclusion and outlook 

As shown in the present research articles in 

Table 1, two methods of ML have been 

compared by citing, understanding capabilities, 

and the limitations. Furthermore, based on 

reading and searching the research articles that 

used ANN and SVR methods to forecast 

various problems and distinguish the 

advantages and limitations of each technique. 

Several researchers used a combination of 

optimization input variables methods as a 

hybrid gamma test and genetic algorithm, to 

optimize the prediction results. Four kernels 

with various properties granted the SVR 

method advantages over ANN methods. Also, 

many authors frequently used the SVR method 

to study the energy and generate power from 

the climate elements like solar radiation and 

wind speed. This article review explains the 

outperformance of the SVR method in many 

research articles. Further, the ANN is an 

unstable predictor producing differing 

outcomes at different iterations for the same 

optimum variables, dataset partitions, and data 

size, while SVM maintains its stability. In 

general, the accuracy of these techniques upon 

the quality of the training dataset that used in 

the training step. Many articles depend on 

specific preprocessing steps, such as 

normalization and feature selection, which are 

considered powerful tools for improving the 

quality of the dataset. Actually, several 

researchers used hybrid ML methods with 

complex structures as a set of algorithms to 

generate high-level models. These combined 

models have the best performance forecasting, 

providing high precision and opening up new 

avenues for scientific research. As future work, 

the author suggests studying applying ANN and 

SVR to emerging fields like healthcare or 

climate change, and understanding the 

performance of each technique in these fields. 
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Table 1. List of representative research articles related to forecasting models using ANN and SVR methods. 

References Prediction objective Variables Metrics 
Another employed 

Techniques 
Results 

[10] Water surface 
Cross-sectional area, depth, 

volume of rivers 
 MSE 

Multiple Linear 

Regression (MLR) 
SVR > ANN 

[11] Rainfall Daily rainfall averages 
MSE and 

RMSE 

Empirical Mode 

Decomposition (EEMD) 
SVR > ANN 

[12] 
Ground water level 

 

Ground water levels 

 

MSE, 

RMSE, and 

correlation 

coefficient (R) 

NA SVR > ANN 

[13] River flow Monthly river flow data 

MSE, 

RMSE, and  

correlation 

coefficient 

(CC) 

NA SVR > ANN 

[14] Gold Price 
 

Major indices in the US, 

popular cryptocurrencies, 

silver, USD index (United 

States Dollar against Euro), 

and the gold prices 

MSE, 

RMSE, and  MAPE 

Long Short-Term 

Memory (LSTM) 
SVR > ANN 

[15] Streamflow Streamflow data 
MSE and 

RMSE 
MLR SVR = ANN 

[16] Reservoir volume 
Levels of water volumes at 

two reservoirs 

MSE and 

RMSE 
LSTM 

LSTM > SVR  

and ANN 

[17] 
Carbon dioxide 

emissions 

CO2 emissions, Foreign 

direct investment, industrial 

activity, Trade, Urban 

population, Gross domestic 

product, Energy 

consumption, Coal, and Oil. 

MSE and 

RMSE 

 

Random Forest (RF) and 

ridge regression (Ridge) 
SVR > ANN 

[18] Stock market Daily stock price data 
MSE and 

RMSE 

Autoregressive integrated 

moving average 

(ARIMA) 

SVR = ANN 

[19] Heat wave days 
Air temperature, 

geopotential height, relative 

MSE and 

RMSE 

Random Forest (RF) and 

eXtreme gradient 

All models 

recommended 
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humidity, U-wind, and V-

wind 

 boosting (XGBoost) 

[20] 
Wheat moisture 

content 

Air temperature, relative 

humidity, wind speed, and 

precipitation 

RMSE and 

R2 
NA ANN > SVR 

[21] 
Ground water 

quality 

Ca2+ Mg2+ Na+ Cl- SO42-

 HCO3- and pH 

RMSE and 

R2 

Multi-nonlinear 

regression 
SVR > ANN 

[22] Solar energy 
Solar irradiance and the 

temperature 

RMSE,   MAE, and 

Mean Absolute 

Scaled Error 

(MASE) 

 

Decision Tree (DT), 

Random Forest (RF), 

Generalized Additive 

Model (GAM) and 

Extreme Gradient 

Boosting (XGBOOST) 

ANN >  SVR 

[23] Drought Indices 

Temperature, relative 

humidity, wind, and rain 

percentage 

MSE and 

RMSE 
NA SVR > ANN 

[24] Tourism demand 

The number of domestic 

and foreigner 

tourists 

MAPE, MAE, and 

MSE 

LSTM and Gated 

Recurrent Unit (GRU) 

LSTM and  

GRU > SVR > 

ANN 

[25] Monthly streamflow 
Ensembles of precipitation, 

runoff, and temperature 

Kling-Gupta 

efficiency 

coefficient (KGE),  

Nash-Sutcliffe 

Efficiency 

coefficient (NSE), 

and Normalized 

Root Mean Square 

Error (NRMSE) 

MLR, RF, and XGBoost ANN > SVR 

[26] 

Oil production in 

unconventional 

reservoirs 

The tubing head pressure, 

nozzle size, and water rate 

were utilized 

RMSE 
Decline Curve Analysis 

(DCA) and LSTM 
SVR > ANN 

[27] Rainfall 
 

Average weekly rainfall 

data aggregated 
RMSE and MAE 

Decision Tree, Random 

Forest Algorithm and 

Long Short-Term 

Memory 

Another 

employed 

Techniques  > 

SVR and ANN 

[28] 
Illuminance 

prediction 

Air temperature, relative 

humidity, global horizontal 

irradiance, 

diffuse horizontal 

irradiance, and global 

horizontal illuminance 

Mean relative error k-Nearest Neighbor SVR > ANN 
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